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Abstract. We study the electronic structure and magnetic properties of disordered bcc CoxFe1−x, CrxFe1−x
and MnxFe1−x alloys in their ferromagnetic phases using the Augmented Space Recursion (ASR) tech-
nique coupled with the tight-binding linearized muffin tin orbital (TB-LMTO) method. We calculate the
density of states and magnetic moment of these alloys to show the variation upon alloying Fe with the
other neighbouring 3d transition metals using arguments based on charge transfer, exchange splitting and
hybridization effects.

PACS. 71.20.-b Electron density of states and band structure of crystalline solids – 75.50.-y Studies of
specific magnetic materials

1 Introduction

Properties of magnetic materials have been a subject of
great scientific and practical interest for decades. An enor-
mous amount of experimental and theoretical investiga-
tions have been carried out to have a proper understand-
ing of the nature of magnetism in solids [1]. Fe, being
one of the ferromagnets among the late transition metals,
has drawn considerable attention due to its interesting
magnetic properties. Apart from the studies on elemental
Fe which include the studies on structural [2] and mag-
netic phase stability [3–5], there are numerous investiga-
tions on magnetism in Fe based ordered and disordered
alloys, both theoretically and experimentally. The experi-
mental investigations have provided a variety of informa-
tion about the magnetic properties of these systems e.g.
variation of magnetization with band filling [6,7], moment
distribution in dilute Fe alloys at low [8] as well as at finite
temperatures [9], local environmental effects on magnetic
properties [10,11], spatial distribution and thermal vari-
ation of hyperfine fields [12], concentration dependence
of high field susceptibility [13], low temperature specific
heat [14,15] and magnetic phase stability,leading eventu-
ally to magnetic phase diagrams [16].

The earlier theoretical studies were based upon vari-
ous models of band structure calculations [17,18]. Though
these calculations were successful to a certain extent in
explaining the experimental observations, they suffered
from the drawback of having too many adjustable param-
eters which limited the reliability of their results. How-
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ever, with recent progresses in first principles electronic
structure techniques, the properties of magnetic alloys
are investigated more accurately and efficiently. Differ-
ent aspects of magnetism in both ordered and disordered
phases of Fe alloys have been studied successfully by these
techniques overcoming the limitations of earlier model cal-
culations [19–22]. In this communication, we aim at a sys-
tematic study of electronic structure and magnetic prop-
erties of substitutionally disordered CoxFe1−x, CrxFe1−x
and MnxFe1−x alloys using the self-consistent TBLMTO-
ASR technique. In the elemental phase, bcc Fe is a fer-
romagnet, bcc Cr is a weak non-commensurate antiferro-
magnet, Mn has a very complicated crystal (unit cell of
58 atoms) and magnetic structure while hcp Co is a ferro-
magnet. For FeCr, Fe atoms stabilize the commensurate
antiferromagnetic (B2) order in the Cr-rich side (x > 0.8)
although CrxFe1−x with x > 0.8 are ferromagnets and
stabilize in bcc lattice [23]. In case of MnFe alloys, ferro-
magnetic phase is stable only up to x = 0.2 and the crystal
stabilizes in bcc lattice. For x > 0.2, several phases with
antiferromagnetic ordering get stabilized [24]. In FeCo al-
loys, however, the ferromagnetic phase is stable for the
full range of concentrations and the crystal too stabilizes
in the bcc structure. To our knowledge, no systematic the-
oretical study on these three systems has been done so far.
This motivated us to perform a systematic investigation
of these systems. In this work, we have restricted ourselves
only to the ferromagnetic phases of these systems.

2 Theoretical details

We use the methodology of the augmented space recursion
technique [25–27] in the first principles framework of the
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tight-binding linearized muffin tin orbital method [28]. Ex-
tensive details of the description of the methodology have
been given in earlier papers [26,27,29]. Therefore, we shall
quote here the key results only.

The first order Hamiltonian for a binary random alloy
AxB1−x is represented in TB-LMTO basis as

H =
∑
RL

CRLPRL

+
∑
RL

∑
R′L′

∆
1/2
RLS

β
RL,R′L′∆

1/2
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(
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)
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∆
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where PRL and TRL,R′L′ are the projection and transfer
operators in the Hilbert space spanned by the tight bind-
ing basis |RL〉 and nR is a random occupation variable
which is 1 if the site R is occupied by an atom of the A
type and 0 if not. CQRL and ∆Q

RL are potential parameters
describing the scattering properties of the constituents
(Q = A, B) of the alloy and SβRL,R′L′ is the screened
structure constant describing the geometry of the under-
lying lattice which is nonrandom as we neglect local lattice
distortion due to size mismatch of the constituents. The
augmented space Hamiltonian replaces the random occu-
pation variable by operators MR of rank 2. For models
without any short-range order,

MR = xPR↑ + (1− x)PR↓ +
√
x(1− x)

(
T R↑↓ + T R↓↑

)
is expressed in the basis set vectors formed by linear com-
binations of the eigenvectors |0〉 and |1〉:

| ↑〉 =
(√
x|0〉+

√
1− x|1〉

)
| ↓〉 =

(√
1− x|0〉 −

√
x|1〉

)
.

The configuration averaged Green’s function 〈〈GλσLL〉〉 is
obtained as a matrix element of the resolvent of the aug-
mented space Hamiltonian in an enlarged basis expressed
as a direct product of real space and configuration space
bases. 〈〈GλσLL〉〉 is expressed as a continued fraction ex-
pansion by the recursion method. The continued fraction
coefficients are exactly calculated up to certain levels of
recursion and a suitable terminator is used to approxi-
mate the asymptotic part. The local charge densities and
magnetic moments are given by

ρλσ(r) = (−1/π)=m
∑
L

∫ EF

−∞
dE〈〈Gλ,σLL (r, r, E)〉〉

mλ =
∫
r<RWS

d3r
[
ρλ↑(r) − ρλ↓ (r)

]
.

In our approach, we emphasize the relation between
magnetism and charge transfer behaviour. Since in our
calculations we have maintained local charge neutrality,
we have to deal with the question of strong variation of
magnetic moments. Within the itinerant electron theory

of magnetism, this can be understood in terms of a re-
distribution of local electronic charge between two spin
directions. Together with Coulomb interaction, which de-
termines the positions of the atomic d levels of the con-
stituents and thus the charge transfer in case of a tran-
sition metal alloy, magnetic exchange and hybridization
play a very important role in determining the magnetic
properties. This has already been observed in certain
cases [32,33].

These facts can be expressed in a more quantitative
form using d-orbital potential parameters CQdσ obtained
from TBLMTO for both alloy components (Q=A,B) and
for both spin directions (σ =↑, ↓). These quantities are
equivalent to the atomic d levels.

The spin dependent diagonal disorder in a random bi-
nary alloy AxB1−x can be defined as [34],

δσ = CAdσ − CBdσ. (2)

The local exchange splitting can be defined as [34],

∆Q
e = CQd↓ − C

Q
d↑. (3)

3 Calculational details

For our calculations we have used a real space cluster of
400 atoms and an augmented space shell up to the sixth
nearest neighbour from the starting state. Eight pairs of
recursion coefficients were determined exactly and the
continued fraction was terminated by the analytic ter-
minator suggested by Luchini and Nex [30]. In a recent
paper Ghosh et al. [31] have shown the convergence of
related integrated quantities, such as the Fermi energy,
the band energy, the magnetic moments and the charge
densities within the augmented space recursion method.
The convergence tests suggested by the authors were car-
ried out to prescribed accuracies. We noted that at least
eight pairs of recursion coefficients were necessary to pro-
vide Fermi energies and magnetic moments to required
accuracy. We have reduced the computational burden of
the energy dependent recursion method using the seed re-
cursion methodology [35] with fifteen energy seed points
uniformly across the energy spectrum.

Wigner-Seitz radii of the two constituent atoms have
been varied in order to have charge neutral spheres. This
eliminates the necessity to calculate the Madelung energy
which is a difficult task for the case of disordered alloys.
Simultaneously we have made sure that the spheres do not
overlap too much to violate the atomic sphere approxima-
tion (ASA).

The calculations have been made self-consistent within
the local spin density approximation (LSDA). The self-
consistency cycle was converged in both total energy
and charge to errors of the order 10−5. The exchange-
correlation potential of von Barth and Hedin [36] has been
used, s, p and d orbitals were used to construct the basis
functions and scalar relativistic corrections were included.
For all the calculations, we have used the lattice constants
for the alloys according to Vegard’s law. To justify the use
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Fig. 1. Partial and averaged magnetic moments (in Bohr-magnetons/atom). In each of the panels, solid line with filled diamonds
represents calculated averaged values, the solid line with filled circles represents calculated Fe moments and the solid line with
filled squares represent calculated moments of the other constituent. The open diamonds, the open circles and the open squares
respectively denote the experimental values of averaged, Fe and other constituent’s moments.
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Fig. 2. Number of valence electrons for both spins vs. concentration of the non-ferrous constituent. The first row shows the
average number of valence electrons for both spins. The second row represents number of electrons at Fe site whereas the third
row shows number of valence electrons at Co, Cr and Mn sites. In all the graphs the up and down triangles are for the spin-up
and the spin-down electrons.

of Vegard’s law, we have also calculated the equilibrium
lattice parameters. We have seen that the deviation from
Vegard’s law is small. Also, the calculated magnetic mo-
ments at the equilibrium lattice parameters are within 2%
of the Vegard’s law values. This is justified as the alloys
chosen here contain elements from the same row of the
periodic table.

4 Results and discussions

Figure 1 shows the compositional dependence of the lo-
cal and average magnetic moments for the alloys studied.

For CoxFe1−x alloys, our results agree well with the ex-
periments [7,37]. The results show that the Fe local mo-
ment increases with increasing Co content up to x = 0.3
beyond which it tends towards a saturation while the
Co moment remains almost constant over the whole con-
centration regime. Similar behaviour has been observed
in previous studies using LCAO-CPA [32] and LMTO-
CPA [38].

This non-monotonic variation of average magnetiza-
tion can be explained from the variation of local number
of electrons (Fig. 2) and density of states (Fig. 3). In this
case, a transition from weak ferromagnetism (incompletely
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filled majority d band) for Fe-rich side to strong ferromag-
netism (majority d band completely filled) for alloy with a
higher Co content (x > 0.3) is seen. The initial increase of
alloy magnetization corresponds to a continuous filling of
majority bands while the minority bands remain almost
constantly occupied. The linear decrease of alloy magne-
tization with increasing x for x > 0.3 reflects a strong
ferromagnetic region in which majority bands are fully
occupied whereas the minority bands accommodate more
electrons with increasing Co content. The filling of major-
ity band up to x = 0.3 mainly occurs due to incompletely
filled majority d band of weak ferromagnet Fe while the
rise in the minority band filling beyond x = 0.3 is essen-
tially due to a fall in Fe minority electrons and an almost
constant nature of Co minority electron number variation
(Fig. 2). This is reflected in features of the density of states
(Fig. 3). For majority spin states, the filling of d band oc-
curring at Fe sites is accompanied by a steady decrease
of DOS at Fermi level n (EF). Up to x = 0.3, the Fermi
level is pinned to the minimum of minority spin density
of states. Increasing Co content, which essentially means
gradual filling, shifts the Fermi level to regions of low spin
up density of states and above x = 0.3 to increasing spin
down density of states. Thus n(EF) for spin-up decreases
while n(EF) for spin-down increases continuously beyond
x = 0.3. DOS for ordered FeCo alloy has been calculated
by Schwarz and Sahalub [33] by augmented-spherical-wave
(ASW) method. The local DOSs for Fe and Co are simi-
lar to those of the disordered Fe50Co50 alloy studied here
except for the fact that due to disorder, the sharp peaks
are smeared out. The variation of magnetic moments with
concentration of Co is also similar.

All these phenomena are a consequence of local charge
neutrality, exchange and hybridization. Since bcc Co is
already a saturated ferromagnet, there is hardly any pos-
sibility to increase substantially the number of majority
spin electrons and hence the local magnetic moment of
Co. Because of a small sp-density of states at Fermi level
compared with the d contribution, the transfer of minor-
ity spin d electrons to sp-states is expected to be very
small. Thus, the Co moment is almost independent of al-
loy concentration and the possible exchange splitting of
Co d level remains almost constant throughout the con-
centration regime (Tab. 1). On the other hand, the weak
ferromagnetism of Fe gives rise to the possibility of filling
approximately 0.3 majority spin holes with minority spin
electrons. Thus, the local Fe moment increases as a result
of increase in local exchange splitting (Tab. 1). Hence, de-
spite being nearest neighbours in the periodic table the
exchange makes their behaviour so very different.

The role of hybridization influencing the local mag-
netic properties can be explained in terms of the bonding
charge transfer (BCT) model [39]. As is evident from the
density of states, the disorder in the minority spin band is
more prominent, which is also realized quantitatively from
δσ variation. While δ↑ varies from 40 mRy from Fe-rich
side to 6 mRy in the Co-rich side, δ↓ remains ∼0.8 Ry over
the whole range of concentrations. According to the BCT
model, different positions of atomic d↓-levels of Fe and Co
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for CoxFe1−x alloys. In all the cases, the solid line represents
averaged density of states while the dashed and the dotted line
stand for Co and Fe partial density of states respectively. The
vertical lines are the Fermi levels.

Table 1. Local exchange splitting values (in Ry) in CoxFe1−x
alloys with varying concentration of Co.

xCo ∆Fe
e ∆Co

e

0.1 0.179 0.136

0.2 0.185 0.139

0.3 0.190 0.140

0.4 0.194 0.142

0.5 0.196 0.142

0.6 0.199 0.142

0.8 0.201 0.138

cause bonding charge transfer (BCT) in the minority spin
band. An inspection of the densites of states at various
concentrations (Fig. 3) shows that the bonding part of the
spin-up density of states has a larger Co weight whereas
Fe dominates the anti-bonding part. A transition of mi-
nority spin electrons from Fe to Co occurs. To maintain
local charge neutrality, mainly Co minority spin electrons
are transferred to Fe majority band causing an increase of
exchange splitting and magnetic saturation. As a result,
a net electron redistribution from Fe↑ to Fe↓ state occurs
only to increase Fe moment.

So, to conclude, the magnetization behaviour of CoFe
is characterized on the Fe-rich side by the magnetic sat-
uration due to hybridization whereas the Co- rich side is
determined simply by a filling of the minority band.
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For CrxFe1−x alloys our average magnetization results
agree well with the experimental values (shown by open
diamonds) [43] and other theoretical results [41,42,44].
In fact, for higher Cr concentrations the experimental
points almost fall on the theoretical curve establishing
good agreement. In case of local moments, our results for
Fe agree considerably well with available experimental [44]
results but there is quantitative difference in Cr moment
values with those of earlier calculations [42,45,46]. In our
case, we obtain a larger negative value of the Cr moment
which though increases rapidly in the Cr-rich region, never
changes its sign,which has been observed in earlier theo-
retical calculations around x = 0.7. However, this slight
discrepancy doesn’t affect the average properties at all as
is seen from the quantitative agreement with the experi-
ments. Even the qualitative nature of the variation of local
as well as average moments is well reproduced. As is seen
from the figure, the Fe moment remains almost constant
up to around x = 0.4 and then it decreases in the Cr-rich
side but the nature of variation is rather weak. The Cr
moment on the other hand increases rapidly as Cr con-
tent is increased making the average value to drop down
very fast and approaching zero in accordance with the es-
tablished observation that the average moment collapses
around x = 0.8 due to a transition from ferromagnetic to
antiferromagnetic state.

Once again, we take recourse to the density of states
(Fig. 4) and variation of local and average number of elec-
trons as number of valence electrons is decreased (Fe-rich
to Cr-rich side) (Fig. 2) to explain such behaviour. A thor-
ough inspection of density of states for various concentra-
tions show that EF is positioned in a valley between the
bonding and antibonding peaks in the minority spin den-
sity of states. This feature explains the linear variation of
average moment, for, as we keep on increasing Fe content,
electrons are added to the majority spin states without af-
fecting much the minority spins. This feature is very clear
in Figure 2. The weak variation of Fe magnetic moment
can also be explained likewise. The partial Fe density of
states for both spins show little variation across the whole
range of concentrations whereas the Cr minority density
of states varies appreciably as we scan through the con-
centration regime. This is understandable if one looks into
the variation of majority and minority electrons at each
site. In the case of Fe, both the majority and minority
bands are almost completely filled, while in case of Cr,
the majority band accommodates more and more elec-
trons as Cr-content is increased while the minority band
loses electrons and eventually they vary in such a way that
at a certain critical concentration there will be a greater
number of electrons in the majority band. Due to this
behaviour of Cr, the average number of up electrons de-
creases rapidly in contrast to an almost constantly filled
minority band in such a way that around x = 0.8, the
number of electrons in the majority band will be same as
that of the minority one, establishing a collapse of mag-
netic moment when the ferromagnetism to antiferromag-
netism transition will take place. Ordered FeCr alloys have
been studied in great detail by Moroni and Jarlborg [46].

Table 2. Local exchange splitting values (in Ry) in CrxFe1−x
alloys with varying concentration of Cr.

xCr ∆Fe
e ∆Cr

e

0.25 0.182 –0.080

0.4 0.179 –0.059

0.5 0.176 –0.047

0.6 0.171 –0.035

0.7 0.163 –0.024

0.75 0.158 –0.020

0.8 0.154 –0.016

Their calculated DOSs for a B2 structure at theoretical
equilibrium lattice parameter (5.30 a.u.) are also similar
to our Vegard’s law calculations for random Fe50Cr50 al-
loy i.e. a sharp Fe peak for majority spin and a pseudogap
for minority spin.

We investigate now the role of hybridization, exchange
etc., and the type of charge distribution within the con-
straint of local charge neutrality. In Cr, the local exchange
splitting varies quite strongly and it increases as Cr con-
tent is increased (Tab. 2). The variation in the local ex-
change splitting for Cr is of the order of 64 mRy from
a Fe-rich to a Cr-rich region. This is due to the rapid
de-populating of Cr minority band. In Fe, since both the
bands are nearly filled, the local exchange splitting does
not vary as much like that of Cr. Nevertheless, it de-
creases,and the variation is of the order of 28 mRy, ex-
plaining the decrease of the Fe moment.

The charge-redistribution procedure in this case is
quite different. Like FeCo, here the disorder in the mi-
nority bands is stronger as is seen from the δσ values. δ↓
varies from 9 mRy to 2 mRy from Fe-rich to Cr-rich side
while δ↑ remains around a value of –0.15 Ry. This stronger
disorder in the minority bands indicates a localization of
the majority electrons. As is seen from the density of states
(Fig. 4), both the bonding and antibonding part of spin
down density of states is dominated by Cr. In the case
of the majority band, the bonding part is dominated by
Fe and antibonding by Cr. Along with this, the nature
of variation of the number of electrons for both spins at
both the constituents (Fig. 2) suggests that in this case
the electron redistribution occurs mainly between Cr↑ and
Cr↓ states. Electrons from the Cr minority band migrate
to the Cr majority band explaining the rapid increase of
the Cr moment.

For MnxFe1−x alloys, the experimental results so far
available (shown by open diamonds) [40] agree well with
our results. Our results also agree to a reasonable extent
with calculations based upon Hartree-Fock-CPA [41], but
the variation of Mn local moment doesn’t agree qualita-
tively with the KKR-CPA results [42]. In our case the
Mn local moment linearly decreases with increasing Mn
concentration, a feature that is obtained in Hartree-Fock-
CPA calculations too,but the KKR-CPA results predict
an opposite trend for Mn moment. The Fe moment weakly
increases and the average moment decreases with the Mn
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Fig. 4. Same as Figure 3 but for CrxFe1−x alloys.

concentration, which is in qualitative agreement with the
experimental Slater-Pauling curve [40].

These variations can be explained once again using
band filling arguments and density of states (Fig. 5) plots.
Figure 2 shows an almost constantly filled Fe up and down
bands across the concentration regime thereby supporting
the weak variation in Fe local moment. In case of Mn,
the filling accommodates a greater number of electrons
in the minority band. As a result, the minority band of
the alloy gets gradually filled up while a loss of electrons
from the majority bands occurs. For majority spin states,
the filling of the majority band at Fe site reduces n(EF)
for the corresponding band, while increasing Mn content
shifts the Fermi level to regions of low spin up density of
states and high spin down density of states because of a
gradual filling of minority electrons.

Once again, these phenomena can be explained on the
basis of interplay of local charge neutrality, hybridization
and magnetic exchange. Unlike Co, Mn d level exchange
splitting varies quite considerably (variation of the order
of 30 mRy) with Mn concentration due to a gradual filling
of the minority band and de-populating of the majority
band. As a result, the Mn local moment decreases as one
goes to Mn rich region. In Fe, since both the bands are
nearly filled, a very weak variation of the number of local
electrons is observed. The local exchange splitting varia-
tion is of the order of 14 mRy only (Tab. 3). Hence,the
Fe local moment increases, though quite weakly compared
to Mn.

The role of hybridization and charge re-distribution
can be addressed as follows. A close look at density of
states reveals that unlike FeCo and FeCr, the disorder is
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Table 3. Local exchange splitting values (in Ry) in MnxFe1−x
alloys with varying concentration of Mn.

xMn ∆Fe
e ∆Mn

e

0.05 0.177 –0.170

0.1 0.183 –0.187

0.15 0.188 –0.197

0.2 0.191 –0.202

appreciable in both the bands. For the majority band, δ
increases up to 50 mRy while δ↓ increases around 8 mRy
only. As Mn concentration is increased, the bonding part
of spin-up density of states is dominated by Fe while the
anti-bonding part is dominated by Mn. The reverse sit-
uation is observed for spin down density of states. As a
result, majority spins from Mn migrate to Fe and minor-
ity spins from Fe migrate to Mn. Thus an increase in Fe
local moment is observed. Finally a transition of electrons
from Mn↑ to Mn↓ state occurs reducing the Mn moment
gradually.

5 Conclusions

We have studied the magnetism in bcc-based Fe alloys
where the three constituents alloyed with Fe belong to
the same row of the periodic table and consecutive near-
est neighbours of Fe. We have restricted ourselves to the
ferromagnetic regions of these alloys only. Our study re-
veals the very different natures of electronic redistribution
among the constituents as we go along from Co to Cr and
thus explains the different nature of variation of magne-
tization in these systems. We have shown the dominant
role of hybridization and magnetic exchange under the
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constraint of local charge neutrality to explain success-
fully the variations in magnetic properties of the alloys of
nearest neighbours in periodic table.
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